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Аннотация: в работе приведены некоторые методы извлечения признаков из аудиосигнала, решена задача распознавания русской речи с помощью рекуррентной нейронной сети LSTM, проведен анализ результатов распознавания для разных акустических признаков.
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Введение

Распознавание речи широко применимо в задачах управления системами или голосового поиска. Целью данной работы является определение эффективного способа извлечения признаков из речевого сигнала.

Извлечение акустических признаков

Наиболее популярным методом выделения признаков являются мел-частотные кепстральные коэффициенты (MFCC – mel-frequency cepstrum coefficients [1]). Способ основан на особенностях человеческого слуха и представлении сигнала в мел-шкале. Следующий метод – анализ перцептивного линейного предсказания (PLP – perceptual linear predictive [2]), который связан с неравной восприимчивостью слуха на разных частотах и использованием кривой критической полосы. Менее распространенный, но весьма точный способ – извлечение нормированных по мощности кепстральных коэффициентов (PNCC – power-normalized cepstral coefficients [3]). В методе применяется алгоритм подавления шума, основанный на наблюдении, что мощность речи в канале изменяется быстрее мощности фонового шума.

Распознавание и результаты

Для распознавания речи использовалась двунаправленная рекуррентная нейронная сеть с двумя слоями LSTM – long short-term memory по 128 нейронов. В процессе обучения минимизировалась функция потерь CTC - Connectionist Temporal Classification [4]. Сеть была обучена на наборе данных VoxForge. Ошибка распознавания по показателю LER (Label Error Rate) на полном тестовом наборе составила 27,8% для PNCC, 29,4% для PLP и 29,6% для MFCC. При этом для достижения наилучшего результата для PNCC требуется обучение нейронной сети за меньшее число эпох, чем для других методов. Аппаратная реализация вычислительных устройств сегодня может быть выполнена с помощью устройств традиционной КМОП-технологии [5] типа матричных интегральных схем (БМК или ПЛИС), моделирующих процессорные системы [6], либо специализированных процессоров. При дальнейшем развитии технологий и компонентной базы возможна будет реализация макетов нейронов и сетей на их основе по типу [7], которые позволят реализовать рассматриваемые алгоритмы более эффективно.
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Abstract: the paper presents some methods for extracting features from an audio signal, the problem of recognizing Russian speech using a recurrent neural network LSTM are solved, the results of recognition for different acoustic features are analyzed.
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